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Abstract: We study the formation of four supramolecular bicomponent networks based on four linear
modules (linkers) bridging melamine via triple hydrogen-bonds. We explore at the nanoscale level the
phenomena of polymorphism and phase segregation which rule the generation of highly crystalline
nanoporous patterns self-assembled at the solid—liquid interface. The investigated linkers include two
systems exposing diuracil groups in the a. and w position, naphthalene tetracarboxylic diimide and pyromellitic
diimide. In situ scanning tunneling microscopy (STM) investigations revealed that, when blended with
melamine, out of the four systems, three are able to form two-dimensional (2D) porous architectures, two
of which exhibit highly ordered hexagonal structures, while pyromellitic diimide assembles only into one-
dimensional (1D) supramolecular arrays. These bicomponent self-assembled monolayers are used as a
test bed to gain detailed insight into phase segregation and polymorphism in 2D supramolecular systems
by exploring the contribution of hydrogen-bond energy and periodicity, molecular flexibility, concentration
and ratio of the components in solution as well as the effect of annealing via time-dependent and
temperature-modulated experiments. These comparative studies, obtained through a joint experimental
and computational analysis, offer new insights into strategies toward the bottom-up fabrication of highly

ordered tunable nanopatterning at interfaces mediated by hydrogen bonds.

Introduction

By mimicking nature, self-assembly represents the most
obvious approach towards molecular engineering, from the
molecular to the macroscopic scale.' > The controlled self-
assembly of artificial system or biological machinery is based
on three milestones: the rational chemical design, the mastering
of the system’s degrees of freedom and the exploitation of the
function intrinsic to the system.® '® By reducing the degrees
of freedom, 2D self-assembly at interfaces constitutes a model
system of study. 2D architectures are of importance for various
applications, ranging from nanopatterning''~'® and rational 3D
scaffolding,'”'® to charge injection at interfaces.'”> To this
end, during the past decade a rich library of 2D architectures
has been self-assembled at interfaces into stable and easily
tunable networks featuring a preprogrammed coexistence of long
and short-range order.?~’
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Nowadays, the self-assembly of artificial architectures is wi-
dely studied at the solid—liquid and solid-vacuum interfaces.***
The former interface is of special interest because of its analogy
to biological processes: upon adsorption at interfaces, (supra)
molecules are subjected to complex thermodynamic equilibrium
to produce functional architectures. Under these conditions,
achieving a full control over complex artificial 2D—3D na-
noengineering requires a quantitative description of self-
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assembly at interfaces taking into account the multiple degrees
of freedom of the system under study as well as the experimental
conditions. It is well-known that the presence of different
structures (i.e., polymorphs) at interface can depend on boundary
conditions such as the surface concentration®>*¢° and the
solvent.?’>1-34

Here we exploit self-recognition of complementary hydrogen-
bond moieties based on donor—acceptor—donor (DAD) coupling
with acceptor—donor—acceptor (ADA) imidic moieties (Scheme
1). At the vacuum-substrate interface, the pattern formation via
self-assembly of these complementary moieties have been shown
to depend on temperature, concentration and ratio of the
components.”> In light of this, supramolecular hydrogen-bonded
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Scheme 1. Chemical Structures of the Ditopic Imidic Linkers (1—4)
and Melamine (MEL)
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bicomponent 2D networks at solid-solution interfaces represent
a suitable workbench for studying the interplay of thermody-
namics and kinetics in 2D self-assembly.

We have addressed our attention to gaining a quantitative
understanding on global enthalpy minima which rules the
fundamental processes occurring at solid—liquid interfaces such
as phase segregation and polymorphism. We have also revealed
the key role played by the linker’s flexibility in the formation
of 2D glasses in self-assembled patterns. These processes are
explored by in situ scanning tunneling microscopy (STM) at
the solid—liquid interface in conjunction with density functional
theory (DFT) computations.

Results and Discussion

Generalities of 2D Self-Assembly. Phase segregation and-
polymorphism are two fundamental phenomena arising during
the formation of long-range highly ordered 2D multicomponent
networks at the solid—liquid interface. At the solid—liquid
interface (nanoscopic) phase segregation can be defined both
as the coexistence of multiple segregated phases having different
chemical composition adsorbed at the surface (type I)*® or by
the adsorption of only one phase at the interface (type II),
leaving the other components in the supernatant solution.’” For
the latter case, under equilibrium conditions, the favored
adsorbed phase at the interface is referred to as the thermody-
namically stable phase. Such a scenario is favored by tight
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molecular packing, where molecule—molecule and substrate—
molecule interactions per unit area are maximized. When two
or more components are present in the supernatant solution, this
can give rise to competitive adsorption phenomena.®'>’-> Under
non-equilibrium conditions, the segregated phase will be
composed of the component in the supernatant solution that
more quickly crystallizes onto the surface.®*®" Such a metastable
phase is typically promoted by strong molecule—molecule
interactions.

Another fundamental aspect at solid—liquid interfaces is the
control over polymorphism.?>*-6263 Polymorphism is the ex-
istence of two or more crystal structures made from the same
molecular building-blocks. The structure’s short- and long-range
crystalline order depends on the number of contained defects.
Beyond impurities, these defects can be regarded either as
intrinsic® or extrinsic (extrinsic defects are mainly due to kinetic
traps or substrate commensurability and have also been referred
to as “pseudopolymorphs”).*®> Notably intrinsic defects may
lead to the formation of polycrystalline tillings®® and glasses.®”
A glass can be encompassed inside a broader definition of
polymorphism (Greek: poly = many, morph = form). Here we
define a glass as a structure featuring local order through
molecular connectivity. For instance the combination of com-
ponents A and B can originate a rational sequence (A-B-A-B-
A-) forming a network.®’

Both polymorphism and segregation concepts are fundamental
in bi- and multicomponent self-assembly. To understand their
interplay at the solid—liquid interface, the difference in Gibbs
free energy between two systems @ and b (a system consisting
of a substrate, a supernatant solution, and physisorbed mono-
layers) can be ideally described as:

AG,, =G, - G, (1)

- 2 yilnm 7] - AP 4 2#j[molecule_l] . ]\I.;"""“‘e‘jl +

’J/substrate/solvenl[nmiz] : (Atotal - Aoccupled) 2)
where y; is the free energy per unit area of the ith phase being
part of the system a, AP is the area occupied by the ith phase
in system a, u; is the free energy per molecule in solution of
the jth component, Nj"l““ed is the number of molecules in solution
of the jth component, Ystraessolvent 18 the free surface energy,
and Acccwpied — ¥ Aphase jg the total area occupied by the
physisorbed monolayers.
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When using molecules that are preferentially physisorbed at
the interface, two limiting cases can be drawn. In the first case,
by employing highly concentrated solutions, the number of
molecules in solution is always much higher than that needed
to form a tightly packed monolayer. The occupied area is
equivalent to the total available area, and the last term in eq 2
tends to zero (since there is no more free surface). The phase’s
free energy surface term 7y, [nm 2]-APh¢ is then minimized
through the maximization of the number of molecules and
interactions per unit area, i.e. tightly packed phases will be
favored. It is worth noting that at saturated concentrations the
solution free energy term X,u[molecule™ ']+ NIl plays a
dominant role.*®

In the second case, by using extremely low analyte concen-
trations (i.e., sub-monolayer concentrations, having a number
of molecules in solution that is lower than that needed to form
a tightly packed monolayer®-°), the number of molecules in
solution N;°@ed jg negligible, and the first term y,[nm 2] - Aphase
is domlnant Since the number of molecules is the limiting
variable, the area occupied by one phase AP must be expressed
as an explicit function of the number of molecules per unit cell
in the ith phase, and the total number of adsorbed molecules in
the ith phase becomes:

umt cell

Ag)hasr: — (Zj\fi(jisorbed) (3)

Numt <.ell

where Aynit !l ig the unit cell area of the ith phase, N3t <l js
the number of molecules of the jth component in the unit cell
of the ith phase and N3 is the total number of molecules
adsorbed in the ith phase. Then the first term of eq 2 becomes
independent of the unit cell area and will be minimized through
the maximization of the number of interactions per molecule
in the unit cell.

In the following sections we will describe how both phase
segregation and polymorphism can be attributed to the intrinsic
chemical design of the molecular building blocks by taking into
account the enthalpic contributions to the free energies in eq 2
through their intermolecular energies.

Imaging and Self-Assembly of 2D Networks. Self-assembly
of the linkers with melamine into ordered bicomponent networks
is successfully obtained by applying 6 + 1 uL®® of the proper
solutions in a solvent mixture of 1,2,4-trichlorobenzene/dim-
ethylsulfoxide to the basal plane of highly oriented pyrolitic
graphite (HOPG) surface. For the four investigated systems
(1+MEL, 2+MEL, 3+MEL, and 4+MEL) an accurate control
of the concentration and stoichiometry is needed to favor the
formation of a particular bicomponent pattern (see Phase
Segregation section). The self-assembly at the solid—liquid
interface of the monocomponent systems (linkers 1, 2, 3 and 4
and MEL) was also studied, and the results are shown in the
Supporting Information (Figures S1—S4).

STM images of the bicomponent pattern structure formed by
1+MEL, which has been recently introduced,*” are further
analyzed in Figure 1. The STM constant current images (Figure
1) show various polygonal patterns, characterized by different
contrasts. In Figure 1a MEL molecules appear brighter when
the substrate is biased negative with respect to the tip. This is
in accordance with the orbital density plot calculated by DFT

(68) This particular volume is chosen since it is the one needed for TCB
to completely wet 1 cm? of HOPG, giving a scanning window of ~3
h before dewetting occurs due to evaporation of the solvent.
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Figure 1. (a), (c), (d) Constant current STM images of1+MEL. (a) Zoom-
in of a small crystalline domain showing a pentagon defect. (b) Simulated
STM images at constant height: in white at (Er — 0.72) eV and in red at
(Er + 0.83) eV. (c) Survey STM image showing a polygonal motif. (d)
Zoom-in with superimposed molecular models; the red bar corresponds to
3.2 nm. Tunneling parameters: (a) average tunneling current I, = 0.5 pA,
sample bias voltage V; = —500 mV; (¢), (d) I; = 5 pA, V; = =500 mV.

corresponding to a constant height STM image through the
Tersoff—Hamann approximation,®®-’® shown in Figure 1b. The
latter exhibits two optimized hexagons, in which MEL (white)
corresponds to the orbital densities from four degenerated states
at —0.72 eV below the Fermi energy of graphite. Linker 1 (red)
corresponds to the orbital densities from three degenerated states
at 0.83 eV above the Fermi energy of graphite. The HOMO of
MEL is closer to the substrate’s Fermi level than the HOMO
of 1 (see Supporting Information, Figure S5). This is in line
with the higher current contrast of MEL when imaged at
negative bias voltages. Despite the theoretical prediction of a
higher contrast of the MEL molecules at negative biases, in
most cases (~80%) a brighter contrast appears inside the pore
areas in the constant current images, under both positive and
negative biases (Figure 1c and d). This bright contrast remains
elusive and may mostly be ascribed to solvent molecules
coadsorbed at surfaces.”' This leads to an inversion of the
contrast: MEL molecules thus appear as wide black spots (c
and d of Figure 1).

Similarly, the 2+MEL system on HOPG exhibits self-
assembled patterns featuring polygonal structures (Figure 2a).
This pattern is characterized by a much higher polygon
distribution; it is possible to identify a nonagon (red wire frames)
evidenced by nine darker spots acting as corners. As previously
discussed, most dark spots correspond to the location of the
MEL molecules, as also revealed by comparing panels b—d of

(69) Tersoff, J.; Hamann, D. R. Phys. Rev. Lett. 1983, 50, 1998-1998.

(70) Tersoff, J.; Hamann, D. R. Phys. Rev. B 1985, 31, 805-805.

(71) The contribution of the solvent molecules co-adsorbed on the surface
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R.; Lappe, S.; Mahata, K.; Schmittel, M.; Heckl, W. M.; Lackinger,
M. Chem. Commun. 2009, 680-682, whereas the spontaneous contrast
changes in the pores during scans would support the hypothesis of
adsorption of molecules on the tip, changing its work function.

Figure 2. STM images of2+MEL recorded in (a), (b) constant current
mode and (c) constant height. (d) Molecular model of a hexagonal structure
(red bars correspond to 2.8 nm). (a) A nonagon surrounded by pentagons
and a hexagon is shown. Tunneling parameters: (a) I, = 4 pA, V, = —900
mV; (b) I, = 5 pA, V, = =900 mV; (c), (d) I, = 5 pA, V, = =900 mV.

Figure 2. Again, a brighter contrast is observed in the pores for
the case of the constant current images (Figure 2a,b). The
predicted hexagonal motif with molecular models is shown in
Figure 2d (the red bar corresponds to 2.8 nm). The absence of
spatially extended single crystalline domains did not allow us
to determine the unit cell for the predicted hexagonal self-
assembled network. For sake of simplicity, this so-formed glass
phase can be better understood when classified in terms of a
collection of local polymorph structures (vide infra Polymor-
phism section).

While in the networks obtained with the two previous linkers
polymorphism is expressed through the formation of different
polygons, in mixtures of 3+MEL polymorphism arises from
the coexistence of one-dimensional supramolecular linear as-
semblies (Figure 3a,b - gray arrow) and porous hexagonal
networks (Figure 3a,b - black arrow) formed by alternating units
of MEL and 3. With increasing concentration of MEL in
solution (up to 40 uM in MEL added to 6 uM 3+MEL
solutions, vide infra in Phase Segregation section), only the
highly ordered hexagonal pattern is formed (Figure 3c.d),
remarkably correlating with the superimposed molecular models
(Supporting Information, Figure S9 shows a zoom-in of the
superimposed models in which the superimposed molecular error
is less than 1%). Again, in the constant current images (Figure
3d), a higher contrast is seen on the inside of the pores. This
pore contrast is much brighter and regular than that observed
for the assemblies 1+MEL and 2+MEL, which we attribute
to the coadsorption of MEL in the hexagon’s pores. (Supporting
Information, Figures S9 and S12, and Polymorphism section).

Conversely, a markedly different self-assembly behavior has
been observed for the 4+MEL mixture revealing the formation
of linear supramolecular polymers (Figure 4).”> The linear
arrangement obtained with the 4+MEL system differs in its
structural parameters from that of 3-+MEL. Narrow inter-row
distances allow extra H-bonding interaction of linker 4+MEL

J. AM. CHEM. SOC. = VOL. 131, NO. 36, 2009 13065
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Figure 3. STM images of 3+MEL recorded in (a), (c) constant current,
and (d) constant height mode. (a) By applying a 6 uM equimolar solution
of 3+MEL a 1D-chain polymorph (gray lines) and the predicted hexagonal
motif (black arrows) are obtained. (b) Proposed 2D packing motif. The red
bar corresponds to 1.6 nm. (c), (d) The long-range highly ordered pattern
formed at higher MEL concentrations. Unit cell parameters: a = 2.8 £ 0.2
nm, b = 2.8 £ 0.2 nm, with y = 58 £ 3°. Tunneling parameters: (a) [, =
10 pA, V, = =500 mV. (¢), (d) I, =5 pA, V, = —150 mV.

with an additional melamine belonging to the adjacent row
(Figure 4d). The tetramer [(4),(MEL),] shown in Figure 4d
represents a MM2 force field minimized complex, in which all
hydrogen-bond lengths are found to be less than 1.9 A, being
in accordance with typical hydrogen-bond distances.”* Support-
ing Information Figure S12 depicts a DFT minimized
[(4),(MEL),] tetramer, where the hydrogen-bond energy gain
between the adjacent melamine and the [(4),(MEL)] trimer was
found to be 0.215 eV. Interestingly when a similar tetramer was
minimized using linker 3, [(3),(MEL),] no H-bond was formed,
and the stabilization energy gain was only 0.015 eV.

Phase Segregation in 2D Networks. Phase segregation at
solid—liquid interface is highly dependent on the concentration
of the components in the solution and on the type of solvent.
In bicomponent systems, the enthalpic driving force for the
formation of these phases is mostly arising from the competition
between homo- and hetero-recognition through hydrogen bonds.
The nature itself of the chosen DAD+++ADA complementary
sequence implies that homo-recognition can occur, leading to
monocomponent aggregation through dihapto hydrogen bonds.
As aforementioned, the formation of multiple phases can be
described in terms of phase segregation of type I, due to the
presence of multiple components having different chemical
composition coexisting on the surface, or type II, where

(72) It is worth noting that it was not possible to visualize the mono-
component monolayers of 4 when deposited using a wide range of
solution concentrations, even up to 60 uM. Saturated solutions of 4
could not be imaged by STM because of excessive (non-)faradaic
currents.

(73) lJeffrey, G. A. An Introduction to Hydrogen Bonding; Oxford University
Press: New York, 1997.
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Figure 4. (a,c) Constant current STM images of the dominant polymorph
formed by 4+MEL. (a) Unit cell parameters: @ = 2.6 £ 0.2 nm, b = 0.8
£ 0.1 nm, y = 83 £ 3°).(b) Proposed molecular arrangement. (c) An image
showing different polymorphic domains of 4+MEL. (d) Proposed structure
of the molecular assembly. The highlighted [(4),(MEL),] tetramer has been
planarized and then minimized using the MM2 force field. Tunneling
parameters: (a) Iy = 15 pA, V, = 300 mV; (¢) I, = 20 pA, V; = 500 mV.

competitive adsorption determines the presence of only one
phase physisorbed at the interface. Scheme 2 illustrates both
types of phase segregation in our systems. We had previously
introduced*’ that, in pattern 1+MEL, competitive adsorption
can be suppressed completely by employing low concentration
solutions, below monolayer concentrations. Figure S6 in the
Supporting Information depicts a phase diagram showing that
when the concentration is increased, segregated phases of MEL
and 1 start being observed. These phases coexist with crystal
and glass structures of 1+MEL at equimolar concentration
ranges from 12 uM up to 50 uM solutions (see Supporting
Information, Figure S10). Exclusive phases of 1+MEL have
been found at concentrations around 3 M.

Similarly, bicomponent patterns based of 2+MEL have
been imaged using equimolar solution concentrations around
15 uM. At equimolar concentrations of 2 and MEL ranging
from 50 uM to 60 uM, only domains of pure MEL were
found. Note that this phase segregation can be described as
type II, since molecule 2 was never observed to (co)
physisorb at surfaces when equimolar solutions of 2+MEL
were employed. At even lower concentrations, i.e. 3 uM
equimolar, no physisorbed pattern was found at the
solid—liquid interface by STM imaging.

Remarkably, in contrast to the previous systems, at low
concentrations of 3+MEL a tightly packed bicomponent
pattern has been observed (Figure 3a, gray lines). At
equimolar concentrations of 6 = 2 uM of MEL and 3, linear
1D supramolecular assemblies (see Figure 3b) are mostly
formed. The porous hexagons shown in a and b of Figure 3
are stochastically observed at phase boundaries. When an
excess of MEL (5 uL of 43 uM solutions) is added to low-
concentrated solutions of 3 (6 uL of 6 uM solutions), the
linear 1D assembly quickly disappears whereas highly
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Table 1. Potential Energy Contributions (As Absolute Values) from Hydrogen Bond Energies (En.pong), Per Unit Area and per Molecule, from

Equations 5 (Column 5) and 4 (Column 6), Respectively?

interactions (M)

Aumf:” andlmolelcules (4 Eisoond” potential energy per area  potential energy per molecule
[nm ] in unit cell [EV] (M- EHfbond)/(Au"“ ce\l) . Aphase (M< EH-bond)/(Nm cel\) . |\pdsorbed
i phase exp. theory M, triple  double [eV] leV]
MELpolymorph a 09+0.1 - 3 triple 2 - 0.437 1.457 0.655
MEL® polymorph b 0.8+1 - 3 triple 2 - 0.437 1.639 0.655
1 144+02 - 1 double 1 - 0.525 0.375 0.525
1+MEL hexagonal 134+£0.6 153 3 triple 2(MEL)3 (1) 0.778 - 0.306 0.934
2 - - - - - 0.507 - -
2+MEL hexagons 124+ 14 109 O6triple 2(MEL)3(2) 0.772 — 0.427 0.926
3 1.6 £ 0.6 - 1 double 1 - 0.488 0.294 0.488
3+MELhexagonal 6.4+03 6.2 6 triple 2 (MEL)33) 0.718 — 0.693 0.862
3 MEL hexagon + coadsorbed 6.4+03 6.2 6triple 3double 5(MEL)3(3) 0.718 0.228 0.803 1.000 (for 2 MEL in a
MEL unitcell)
3+MEL chains 1.97 £ 0.5 - 4 triple 2(MEL)2 (3) 0.718 0.015¢ 1.451 0.725
4 - - - - - 0.525 - -
4+MEL hexagonal - 5.8 6 triple 2(MEL)34) 0.721 - 0.745 0.866
4+MEL chains 1.95+0.5 - 4 triple 2 double 2 (MEL)2 (4) 0.721 0.215 1.699 0.829

“The theoretical and experimental unit cell areas Aunit cell qre given, and the theoretical values are used for calculation, when available;

“__»

indicates

unavailable or not applicable data. Note that for ease of comparison between potential energy per unit area and per molecule, the columns are

multiplied respectively by the total area in a phase, AP which is set to 1 nm~

2, and the total adsorbed number of molecules N*¥°™d which is set to 1

(i.e. like one single component despite dealing with bicomponents). ” Except for the hexagonal porous networks in Table 2, all other Ejpon energies are
approximated as the energy of interaction of single isolated dimers and not of periodic monolayers. < A full description of these two polymorphs can be
found in refs 76 and 77. ¢ Weak stabilization energy found for the secondary interow MEL interaction in a [(3),(MEL),] tetramer, see Supporting

Information, Figure S12.

ordered hexagonal networks appear (¢ and d of Figure 3).
Finally, at high equimolar concentrations (25 and 50 uM) of
MEL and 3 there is a coexistence of several domains
featuring the same hexagonal structures of those depicted in
c and d of Figure 3, as indicated in Supporting Information,
Figure S8. As previously argued, this is most probably due
to simultaneous coadsorption of MEL with linker 3 and is
discussed in the Polymorphism section below.

The coexistence of multiple patterns was often observed
for the 4+MEL system, a behavior that seemed to be
independent of the concentration. At least three different
patterns were imaged when using equimolar solution con-
centrations from 7 to 43 uM, with the dominant pattern being
the one shown in Figure 4a. Figure 4c displays a pattern
typical of high concentration solutions of system 4+MEL,
with the bottom left corner corresponding to the linear
supramolecular chains already shown in Figure 4a,b. Because
of the additional ability of 4 to form other complexes such
as [(4),(MEL),] tetramer, alternative configurations can be
observed on the surface, thus the packing is difficult to
predict.

As previously introduced, phase segregation and phase
transformations can be quantitatively analyzed through the
energetic contributions of the respective phases. To a first
approximation, in our case the dominant contribution to the
enthalpy of the adsorbed phase is given by the hydrogen-
bond interaction. Although van der Waals’* and
dipole—dipole’” interactions play also an important role, they
are usually one order of magnitude lower per molecule than
hydrogen bonds. Under this assumption, the left-hand-side
term in eq 2 can be approximated as the potential energy
per unit area arising from hydrogen-bond interactions,

multiplied by the area occupied by the phase AP'¢, and
calculated as:

nit cell
Z M;tn E, H-bond

n . APphase
Aunit cell Ai (4)
i

yi[nm—Z] . A?hase _

where we take into account n types of H-bond interaction
energies Ey.pona and M3 ¢! interactions in a unit cell area
At eell The term Eyp.pona is defined as the gain in energy of
formation between the isolated molecules and the 2D
architecture of interest. First, the difference between the
energies of isolated molecules of interest in their relaxed state
and those in the minimized 2D architecture (dimers, trimers,
repeated monolayer, etc.) is taken, and Ey.pena i then given
by this difference divided by the number of consecutive triple
or double H-bonds formed. Eg.pong €nergies were calculated
through DFT using the PWO91 functional and a plane wave
basis set (see Experimental Section). Our level of theory gives
similar results for the MEL-MEL D3-dimer; in other words,
formation energies being 0.437 eV (this work), 0.48 eV and
0.44 eV by using the PBE functional.”®”” For the system of
linker 1, patterns of 1 and patterns of MEL are predicted to
be the dominant ones over the porous structure since they
have the highest (in absolute values) potential energy per
unit area — provided that enough molecules are present to
satisfy the packing density through the whole area (Table
1). For the system of linker 2, MEL is also by far the most
favored phase. For linker 3, the close packed polymorphs of
3+MEL is predicted, having a similar potential energy per
unit area to packed structures of MEL. The linear assembly
of 4+MEL is also predicted. Except for the close packed
pattern of 3+MEL which will be addressed further on, the

(74) Weber, U. K.; Burlakov, V. M.; Perdigao, L. M. A.; Fawcett, R. H. J.;
Beton, P. H.; Champness, N. R.; Jefferson, J. H.; Briggs, G. A. D.;
Pettifor, D. G. Phys. Rev. Lett. 2008, 100, 156101-156104.

(75) Ciesielski, A.; Piot, L.; Samori, P.; Jouaiti, A.; Hosseini, M. W. Aduv.
Mater. 2009, 21, 1131-1136.

(76) Mura, M.; Martsinovich, N.; Kantorovich, L. Nanotechnology 2008,
19, 465704-465704.

(77) Silly, F.; Shaw, A. Q.; Castell, M. R.; Briggs, G. A. D.; Mura, M.;
Martsinovich, N.; Kantorovich, L. J. Phys. Chem. C 2008, 112, 11476—
11480.

J. AM. CHEM. SOC. = VOL. 131, NO. 36, 2009 13067



ARTICLES

Palma et al.

Scheme 2. Phase Segregation in Bicomponent Networks?
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“ Ilustrations show crystals, glasses or disordered structures formed by
melamine (red triangles) and the linker (blue rectangles) spanning over the
concentrations indicated by their corresponding black arrows. Regions where
the black arrows overlap depict phase segregation of type I, while regions
where the arrows do not overlap are subject to competitive adsorption, i.e.
type II phase segregation. (*) Indicates unresolved (pore) areas by STM.
(%) Only when the concentration of the linker is low (see text). (i) Other
unresolved segregated polymorphs where observed. The yellow region
corresponds to the concentration needed to fully form a porous monolayer
over 1 cm? of substrate by applying 5 uL of solution, and as such coincides
with the region where the highest potential energy per molecule is predicting
the most stable pattern (Table 1).

most stable phases predicted are in agreement the observa-
tions at (equimolar) solution concentrations higher than a
monolayer of the respective lowest-density phase (blue
region, Scheme 2). It is interesting to note that the phase
segregation of component 3 is not predicted theoretically,
being in agreement with our observations, since at (equimo-
lar) high concentrations the potential energies per area of
the mixed tightly packed components of 3+MEL (1.451 eV)
are much greater than the single components of 3 (0.294 eV).
Although neither theoretical nor experimental data were
available for component 4, a behavior similar to that of 3 is
expected, which explains why there is no phase separation
of the linker molecules for all the phases other than that of
1 (since 1 cannot form chain-like structures with MEL).

When not enough molecules are present at the interface for
forming a full monolayer of the lowest-density phase (yellow
zone, Scheme 2), the system’s free energy in eq 2 is minimized
for those unit cells where the (absolute) potential energies per
molecule arising from hydrogen-bond interactions are maximum;
using eqs 3 and 4:

unit cell
z M in E H-bond
=29 , phase n . adsorbed
yinm 7] - AT ~ (zNiJ )

Nunit cell -
ij J

J

®)

where multiplication by the total number of adsorbed jth
components (3,;Ni$o*ed) gjves the total potential energy in an
ith phase. Again, the calculated potential energies per molecule
agree very well with our qualitative STM observations, predict-
ing the segregation and formation of a porous network of
1+MEL and 2+MEL at low concentrations. The formation of
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Figure 5. STM images recorded in (a), (d) constant current, and (c), (b)
constant height mode featuring (i.e., 100 nm x 100 nm) the four assembling
systems of linker+MEL. (a) 1+MEL deposited from 12 uM solutions
features crystalline domains at medium-length scales. Two highly ordered
domains are evidenced from the Fourier transform, corresponding to the
left side of the image. (b) 2+MEL patterns deposited from 15 uM solution
exhibiting a high polygonal dispersity. (c) 3-+MEL patterns from 6 uM
solution of 3 and 21 uM solutions of MEL were found to exhibiting long-
range defect-free crystalline domains. (d) 4+MEL patterns from 14 uM
solutions featuring multiple coexisting polymorphs. Tunneling parameters:
(a) ;= 1pA, V= —400mV; (b) I, = 1 pA, V; = —400 mV; (c) I, = 1 pA,
V.= —400 mV; (d) 1, = 20 pA, V, = 500 mV.

the tightly packed and porous structures of 3+MEL constitutes
a fascinating case of polymorphism and is described further on.
In Table 1 the difference between theoretical porous phases and
tightly packed structures of 4+MEL reduces to a few (~37)
meV. Since van der Waals interactions are expected to be higher
for the tightly packed structure, Scheme 2 is also consistent
with the predicted formation of tightly packed polymorphs of
4+MEL through the whole concentration range.
Polymorphism and Glasses in 2D Networks. The wide variety
of hexagonal, glassy, and linear structures previously shown
represents a clear example of polymorphism in 2D bicomponent
networks. For the sake of comparison, the self-assembly
behavior on a 100 nm x 100 nm scale of the studied bi-
component systems is shown in Figure 5 while the insets in
a—c of Figure 5 report the respective 2D fast Fourier transform
(FFT). It reveals that a higher degree of crystallinity is observed
in system 3+MEL, in particular if compared to that of 2+MEL.
On the other hand, system 1+MEL was found to form
hexagonal domains coexisting with relatively disordered areas.
Time-dependent STM imaging experiments, using a fluid-cell,”®
revealed that after 12 h the degree of crystallinity of the 1+MEL
system in Figure 5a remains unchanged (see Figure S10). A
quantitative analysis on the distribution of different polygonal
structures was not possible in all binary systems since a
consistent statistical estimation of the pore areas on large area
STM images was beyond the limits of detection. Nevertheless,
a semiquantitative description of the glass-crystal polymorphism

(78) This is accomplished with the help of a homebuilt liquid-cell, where
1 cm? HOPG is fitted.
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Figure 6. DFT optimized structures of isolated hexagonal (top) and
pentagonal (bottom) structures with MEL together with (a) 1, (b) 2, (¢) 3,
and (d) 4.

in these 2D networks could be obtained by simulating hexagonal
and other polygonal structures for each different linkers making
use of DFT calculations. Figure 6 depicts the DFT optimized
molecular models of hexagons and pentagons engineered
combining MEL with linkers 1, 2, 3, and 4. The analysis of
the different energetic contributions, in particular in terms of
the energy needed to change the conformation of the molecular
backbone and the energy of formation of hydrogen-bonds,
reveals that the difference in favoring the formation of pentagons
or hexagons is mostly due to the flexibility of the backbone of
the linker molecules. The molecular deformation’ energy cost,
Eg4es, is defined as the difference between the energy of an
isolated molecule in the conformation it has within a specific
2D architecture, Egrchitecture, and that of a relaxed isolated
molecule Ejatea- Table 2 shows that Eger remains unchanged
within a few meV, for all linkers (1—4), in both hexagons and
pentagons. This is because Eg,r features a dominant contribution
from the force needed to modify the molecular geometry in the
immediate vicinity of the hydrogen-bonding moieties (i.e., from
the deformation of C=0 and N—H bonds, see Supporting
Information Figure S13). The flexibility of the linkers’ backbone
is then better quantified by defining an angle S between the
vectors V; and V, in the pentagon linkers in Figure 6. As
expected, for pentagons with 1 and 2, 8 amounts to 12.15° and
11.14°, respectively, while for pentagons with 3 and 4 3 amounts
to 2.90° and 2.35°. This means that the backbone flexibility of
linkers 1 and 2 allows the optimal hydrogen-bond configuration,
having f = 12°.

The same trend is seen for the hydrogen-bond distances
(Table 2): for linkers 1 and 2 they are almost identical in
hexagons and pentagons, whereas for linkers 3 and 4 there is a
significant difference. Eypong behaves accordingly in all cases,
being less favorable for the formation of a pentagon, and more
favorable for the formation of a hexagon. In the first two linkers
however, the Ey g difference between hexagons and pentagons
is rather subtle (2 and 18 meV, respectively), whereas it
increases to 68 meV for linker 3. This further confirms that the
flexibility of linkers 1 and 2 allows the system to remain in the
optimal hydrogen-bond configuration in both polygons. In
contrast, the lower flexibility of linker 3 affects the triple H-bond
colinearity in the pentagonal structures, resulting in a less strong
intramolecular interaction. Finally, the E4 difference between
hexagons and pentagons for linker 4 is 28 meV. This suggests
that if the porous network of 4+MEL were observed, it would

(79) By molecular deformations we include all stretching, bending, and
rotational changes of groups of atoms within a given molecule.

have a certain tolerance to different polygon formation, being
more crystalline than 1+MEL and 2+MEL but less than
3+MEL.

The origin of the intrinsic tightly packed polymorph of system
3+MEL can be well described in analogy with similar systems
studied under ultrahigh vacuum (UHV) conditions.” Linear
assemblies of 3+MEL are favored because of the additional
van der Waals interactions between adjacent NTCDI cores. In
fact linear assemblies are not native from 1+MEL and 2+MEL
systems as the side chains prevent close interow interactions
so only the porous patterns are predicted (Table 1). For the
3+MEL system, although the potential energy per molecule
in Table 1 predicts the formation of the hexagonal porous
network phase at low equimolar concentrations, it does so by
only a 0.13 eV margin (0.862 vs 0.725 eV), and as discussed,
experimentally the linear 3+MEL was predominantly observed.
At higher MEL concentrations, the formation of the highly self-
healed hexagonal pattern may be only stabilized through
additional coadsorption of melamine. As previously discussed,
Figure S9 in the Supporting Information shows a tentative
coadsorbed configuration; it exhibits three coadsorbed melamines
for every repeating unit, resulting in a hydrogen-bond energy
gain of 0.228 eV per melamine coadsorbed. Assuming this
stoichiometry to be correct, the formation of a hexagonal pattern
is predicted when only five molecules are considered to form
the repeating unit, three of type 3 and two of MEL (1.00 eV
total potential energy per molecule, Table 1). When the actual
eight molecules making up the assembly are considered, the
potential energy per molecule of the coadsorbed hexagonal
phase is lower (0.624 eV), and again the linear assembly is
predicted (0.725 eV). Our observations (Scheme 2) indeed
confirm that at high equimolar concentrations, unresolved areas
are present alongside the coadsorbed hexagonal phase. At these
high concentrations, the potential energies per area (Table 1)
predict that pure mixtures of MEL (polymorph a 1.457 eV)
and 3+MEL (1.451 eV) should be formed. It is worth
highlighting that linker 3 and MEL have previously been studied
under UHV.,?° where disordered phases were observed. In turn,
an expanded tetracarboxy diimide (PTCDI) exhibited®' a very
similar behavior to that of molecule 3 in the presence of
coadsorbed melamine under diluted conditions (Figure 32)8283
The latter evidence points out that the highly hexagonal pattern
of 3+MEL is in fact a local (kinetic) minimum.

As introduced in the previous section, molecular pattern
4+MEL benefits not only from favorable van der Waals
interactions of tightly packed structures, but also from the
formation of stabilizing [(4),(MEL),] tetramers. Moreover, the
intrinsic hydrogen-bond formation energies of 3+MEL and
4+MEL dimers may further disfavor the formation of a
nanoporous network over a tightly packed pattern, being 36—62
meV weaker than those for 1+MEL and 2+MEL assemblies.

(80) Perdigao, L. M. A.; Fontes, G. N.; Rogers, B. L.; Oxtoby, N. S.;
Goretzki, G.; Champness, N. R.; Beton, P. H. Phys. Rev. B 2007, 76,
245402-245406.

(81) Staniec, P. A.; Perdigdo, L. M. A.; Saywell, A.; Champness, N. R.;
Beton, P. H. ChemPhysChem 2007, 8, 2177-2181.

(82) Silly, F.; Shaw, A. Q.; Castell, M. R.; Briggs, G. A. D. Chem. Commun.
2008, 1907-1909.

(83) Note however that PTCDI+Mel mixtures have been reported to form
highly crystalline patterns when deposited from pure DMF and imaged
at the Au(111)—air interface. Madueno, R.; Raisanen, M. T.; Silien,
C.; Buck, M. Nature 2008, 454, 618—621. It is also worth noting that
the PTCDI+MEL system could not be studied because of the
insolubility of the PTCDI molecule in TCB, even at high concentra-
tions of DMSO.
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Table 2. Calculated Ey.pong, Eger, and H-Bond Distances of MEL with 1, 2, 3, and 4, Respectively, in Different Polygonal Structures

Etvond Eget Eqe
linker + MEL structure [eV/H-bond] melamine [eV/molecule] linker [eV/molecule] O—H distance [A]? N—H distance [A]
1 dimer 0.820 0.046 0.108 1.85 1.72
isolated pentagon 0.797 0.074 0.218 1.83,1.87 1.73
isolated hexagon 0.799 0.075 0.224 1.85 1.73
repeated hexagon 0.778 0.111 0.211 1.85 1.74
2 dimer 0.828 0.039 0.121 1.85 1.70
isolated pentagon 0.784 0.078 0.255 1.83,1.87 1.71
isolated hexagon 0.802 0.077 0.230 1.84 1.72
repeated hexagon 0.772 0.121 0.231 1.84 1.73
3 dimer 0.768 0.036 0.109 1.87 1.74
isolated pentagon 0.678 0.061 0.200 1.71,2.08 1.80
isolated hexagon 0.742 0.075 0.229 1.82 1.72
repeated hexagon 0.718 0.114 0.230 1.82 1.72
4 dimer 0.775 0.043 0.129 2.09 1.72
isolated pentagon 0.716 0.082 0.232 1.89,2.29 1.65
isolated hexagon 0.744 0.081 0.222 2.08 1.65
repeated hexagon 0.721 0.118 0.196 2.07 1.65

“ For the isolated pentagons two different bond lengths for the H-bonds with oxygen acceptors have been observed.

These seemingly small differences are further increased because
as patterns become more and more periodic (or crystalline),
molecules surrounding melamine are subject to electrostatic
repulsions, and hydrogen-bond energies are further weakened
through depolarization.

The greater crystalline character of some of the 1+MEL
domains than those of 2+MEL remains an open question.
Theoretically, both systems display similar H-bond and defor-
mation energies between hexagons and pentagons. The FFT
image of Figure 5a shows two coexisting crystalline domains,
rotated by 14 £ 3° relative to their unit cell vectors. Figure
S11 (Supporting Information (SI)) shows that there is no
preferred orientation of crystalline domains with the unit cell
vectors of HOPG (which are related by 60°), pointing to a minor
role played by the substrate in the crystalline nature of the
patterns. Moreover, the patterns on HOPG obtained for the
monocomponent system of MEL (see Figure S1, SI) and linker
3 (see Figure S4, SI) surprisingly correlate with architectures
observed on Au(111)**7” and Ag/Si(lll)gO‘84 substrates (dis-
crepancies in the unit cells being below 20%) confirming our
hypothesis that the substrate plays a negligible role when
H-bonds are involved. A possible explanation for the coexistence
of glassy and crystalline phases for system 1+MEL relates to
the crystallization dynamics. To this end, the exact crystallization
mechanism should be unraveled, albeit this is experimentally
not accomplishable on the required nanoscale spatial resolution.
To explore the reversible nature of the self-assembly process
at the solid—liquid interface, we have performed at such
interface an in situ thermal annealing® (up to 40 £ 2 °C)
through a 2 h heating ramp starting at 20 £ 1 °C. Figure S7
(SI) reveals®® that the monolayer exhibits a very limited
propensity to undergo glass-crystal reorganization®” (i.e., statisti-
cally, the polygonal distribution remained unchanged) even as
the pattern appears more and more dynamic (c and d of Figure
S7, SI). Likewise, the ex situ temperature-dependent experi-

(84) Keeling, D. L.; Oxtoby, N. S.; Wilson, C.; Humphry, M. I
Champness, N. R.; Beton, P. H. Nano Lett. 2003, 3, 9-12.

(85) At higher temperatures, STM images are too noisy due to excessive
thermal drift.

(86) The right border of the images in Supporting Information, Figure S7a—
¢, shows a coexisting phase of linker 1. This segregated phase was
used as a spatial reference during the continued imaging during the
heating ramp.

(87) Bigger holes in the monolayer do appear more often, as shown in
Supporting Information, Figure S7c and d.
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ments, performed by applying to the HOPG surface a 12 uM
solution of linker 1 and MEL at different temperatures (10,
20, 30, and 40 + 2 °C), revealed the presence of the same
amount of polygons on the substrate, confirming that the
crystallization process is not thermally activated in the explored
temperature range. These extrinsic crystallizing conditions
(temperature and concentration) do not significantly affect the
polymorph distribution of the 1+MEL assemblies. The lower
crystallinity of the 2+MEL assemblies compared to that of
1+MEL could be attributed to the increased backbone flexibility
of linker 2, raising the probability of formation of larger
polygons, such as heptagons and/or octagons. Temperature-
dependent experiments with 2+MEL phases could not be
performed because the low network stability (limited to tens of
minutes) during in sifu scanning, which we tentatively ascribed
to the low affinity of module 2 for HOPG.

Conclusions

In summary the comparative studies of four linkers interacting
with melamine via three parallel H-bonds offered new insight
on the design of preprogrammable bicomponent supramolecular
2D networks. In all the bicomponent systems, multiple phases
were observed when using solution with concentration below
100 uM, confirming that a concentration-dependent polymor-
phism and phase segregation are hallmarks of the self-assembled
structures at solid—liquid interfaces. An accurate prediction of
the multiple phases encountered was achieved by purely
enthalpic considerations, through DFT hydrogen-bond formation
energies. Furthermore, we have proved that the polymorphism,
which can also be expressed through the existence of multiple
polygon structures, is an intrinsic feature of molecular design.
In particular, three aspects were found to be crucial toward the
formation of highly ordered and preprogrammed porous net-
works at the solid—liquid interface: (1) (di) acetylene fragments
are not the optimal choice when looking for fully rigid molecular
modules, as they introduce sufficient conformational flexibility
allowing formation of polymorphic and glassy phases; (2)
peripheral functionalization of the linker molecules is needed
to avoid strong side-to-side interactions between the module’s
cores that will drive the formation of tightly packed bicomponent
patterned assemblies over porous networks and, more likely,
hinder the strong adsorption in the pattern’s pores; (3) phase
segregation and self-recognition in multicomponent systems may
be avoided by preprogramming several molecular modules
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bearing complementary recognition moieties. Additionally, we
have demonstrated that by unraveling the energetic contributions
in crystallization, polymorphism, and phase segregation, a
dramatic improvement in chemical design, and thus in the
molecular engineering, can be achieved. Addressing these issues
provide reliable design protocols for the precise and tunable
nanopatterning of surfaces. We have also shown that the
substrate plays a negligible role in the formation of networks
held by trihapto hydrogen-bonding interactions, thus paving the
way toward the extension of this nanopatterning protocol to a
wide variety of substrates. In the limits of chemical design and
crystal engineering stand biology which is able to reduce all
possible intrinsic degrees of freedom into self-healing and
preprogrammable self-assembly.

Experimental Section

Computational Details. All calculations were done within the
framework of density functional theory (DFT) with periodic
boundary conditions using the Vienna Ab-initio Simulation Package
(VASP).®8 The ion-core interaction was described by the projector
augmented waves method.®*>°° The generalized gradient ap-
proximation (GGA) through the Perdew—Wang 91 (PW91) func-
tional®' was used to describe exchange-correlation effects. The plane
wave basis has been expanded up to a cutoff energy of 400 eV
and only the gamma-point was used to represent the k-point grid.
Structural optimization was done until the force acting on each atom
was below 0.01 eV/A. The 1 and 2 linker molecules were simplified
by replacing the dangling alkane chains with methyl groups to
reduce the computational cost. The simulated STM images were
based on the Tersoff—Hamann approximation®>-’® where dI/dV is
proportional to the local density of states (LDOS). The images in
Figure 1b are contour plots of the densities for molecular orbitals
in the energy range from the specified energy to the Fermi energy
at a constant height of 3 A above the 1+MEL repeated hexagons
in vacuum. As no substrate was included in the calculations, we
assume that the vacuum levels of the weakly physisorbed molecules
and the HOPG substrate are aligned. Energies are given relative to
the Fermi energy of graphite, as obtained from the calculated work
function of a single graphene sheet.

Compounds. Synthesis of molecule 1°% and 2°° are described
elsewhere. Linker 3, 1,4,5,8-naphthalenetetracarboxylic acid dy-
anhydride (70300, purum >95%) and melamine (MEL) (63600,
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(93) Llanes-Pallas, A.; Bonifazi, D. Manuscript in preparation, 2009.

purum >99.0%) were purchased from Fluka and used without
further purification. Linker 4, pyromellitic diimide (P1153, >95%)
was obtained from TCI Chemicals Europe. 1,2,4-Trichlorobenzene
(spectrophotometric grade 99%) and anhydrous DMSO (99.9%)
were obtained from Alfa Aesar and Sigma-Aldrich, respectively.

STM Imaging. Mother solutions of molecules 1, 2, 3, 4, and
MEL were prepared by dissolution of an exact weighted amount
of the respective product in 500—1000 L of DMSO. Uncertainties
values are derived from the standard deviation for the “limit values”
of the balance’s linearity (XS105 Mettler Toledo). Intermediate
solutions were then prepared to the respective concentrations with
1,2,4-trichlorobenzene (TCB). These solutions where then combined
in different ratios to afford the bicomponent solutions (linker +
MEL) between 1 and 100 4M (see main text for specific concentra-
tions) used for the STM experiments. The assembly formation is
typically obtained by applying 6 uL of vigorously stirred and warm
(except when noted in the main text, 30—40 °C) solutions onto
freshly cleaved HOPG. STM imaging was done in a commercial
instrument, Veeco Multimode (Nanoscope III controller). STM tip
was approached and the solution imaged before the solvent was
completely evaporated (~3 h, except in the cases where a fluid
cell was used, where the solvent evaporated after 2—3 days).
Imaging of the patterns occurred within minutes. Unit cells were
corrected by the underlying graphite. All images with superimposed
molecular models were also corrected by the underlying graphite,
except for linker 3 (NTCDI) in SI, where no reference could be
imaged. Unit cell errors correspond to the standard deviation
multiplied by a factor of 2. The models were minimized with
Chem3D at the MM2 level. Unit cell determination and plane
correction were made by the SPIP program. No filtering other than
line-wise leveling was applied to the images herein reported, except
for the images in Figure Sc and in Figure S7 (SI) where a low pass
filter was applied. No high voltage (i.e., >1 V) pulses where applied
at any time during image acquisition.
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